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PhD in Computer Science – KU Leuven
•  master: visualizing energy usage of smart home
•  PhD: disclosing healthcare information

 Research manager at Department of Computer Science – KU 
Leuven

• Visual analytics and information visualizations
• Motivational design techniques
• Human-centered explainable AI

Who am I?

Robin De Croon
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Human-centred

“The central premise of [human]-centered research is that the best 
designed products and services result from understanding the 
needs of people who will use them.”

I am NOT the user!

Friday, December 12, 2025
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It’s really hard to design products 
by focus groups.

A lot of times, people don’t know 
what they want until you show it 
to them...

That doesn’t mean we don’t listen 
to customers, but it’s hard for them 
to tell you what they want when 
they’ve never seen anything 
remotely like it. — Steve Jobs
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Know your users 
→ Study workflow & habits

Friday, December 12, 2025 6



Confirmation bias
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User observations

Don’t ask for opinions

Study behavior not opinions
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Book: Shneiderman’s “human-centered AI”
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Can we trust it?
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Non-critical domains of AI

Can we trust it?
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Explainable Artificial Intelligence (XAI)

“Given an audience, an explainable artificial intelligence is one 
that produces details or reasons to make its functioning clear or 
easy to understand.” 

Arrieta, Alejandro Barredo, et al. "Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and 
challenges toward responsible AI." Information Fusion 58 (2020): 82-115.
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Explainable Artificial Intelligence (XAI)

Narrow definition
Techniques and methods that 
make a model’s decision 
understandable by people

Broad definition
Everything that makes AI 
understandable (e.g. also 
including data, functions, 
performance, etc.) 

Src: Vera Liao
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Human-centered Explainable AI: 
bridging work from XAI algorithms to user experiences
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Src: Vera Liao

XAI techniques Real-world XAI systems?
Built by practioners

Serving many domains and user 
groups



Open Challenges in XAI

• Difficult to understand visualisations for non-expert users
• Lack of stakeholder participation
• Lack of actionable explanations
• Lack of contextual explanations
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Our target audience: non-experts

Non-experts (non-machine learning experts)

• Domain experts 
• E.g., recruiter, teacher, general practitioner

• Users affected by model decisions 
• E.g., job seeker, student, patient
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Trust

 “confidence of whether a model will act as 
intended when facing a given problem.”

Common primary aim for XAI systems which audience is:
• Domain experts 
• Users affected by model decisions 
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Arrieta, Alejandro Barredo, et al. "Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and 
challenges toward responsible AI." Information Fusion 58 (2020): 82-115.
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Understandability
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Arrieta, Alejandro Barredo, et al. "Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and challenges toward responsible AI." 
Information Fusion 58 (2020): 82-115.

Zhou, Jianlong, et al. "Evaluating the quality of machine learning explanations: A survey on methods and metrics." Electronics 10.5 (2021): 593.
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Actionable XAI
Actionable AI
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For AI experts For non-technical consumers

I don’t really 
understand what it 

means! How can I get 
the correct prediction?

Current problems with XAI methods:
• Non-technical consumers of AI, hardly understand the explainability provided by 

popular XAI methods designed for AI experts
• Non-technical consumers do not get the necessary guidance and insights to 

obtain their desired outcomes

So, the poor 
prediction is due to 

overfitting and 
skewed inter-quartile 

values



Why Human-Centered XAI?

Domain experts mainly adopt AI if they can explain and are 
convinced by outputs. Explanations assess user trust.

Users don't use models/outputs they don't trust.
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All icons in this presentation originate from flaticon.com
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Recommender system RecommendationChoice overload
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AI model

OutputInput

All icons in this presentation originate from flaticon.com
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Darius Afchar, Alessandro Melchiorre, Markus Schedl, Romain Hennequin, Elena Epure, and Manuel Moussallam. 2022. 
Explainability in Music Recommender Systems. AI Magazine 43, 2: 190–208. https://doi.org/10.1002/aaai.12056
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Algorithmic XAI approaches Human-centred XAI approaches
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How? Visualisation & conversations!
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Explaining recommendations
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Word cloud Feature importance Feature importance+ %

Maxwell Szymanski, Vero Vanden Abeele and Katrien Verbert Explaining 
health recommendations to lay users: The dos and don’ts – Apex-IUI 2022



Textual or visual?

41December 12, 2025



Dashboard for health professionals
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Simplified feature importance
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Data-centric explanations



Aditya Bhattacharya, Simone Stumpf, Robin De Croon, and Katrien Verbert. 2025. Explanatory Debiasing: Involving 

Domain Experts in the Data Generation Process to Mitigate Representation Bias in AI Systems. In Proceedings of 

the 2025 CHI Conference on Human Factors in Computing Systems (CHI '25). Association for Computing Machinery, New 

York, NY, USA, Article 1119, 1–20. https://doi.org/10.1145/3706598.3713497



Design science research
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Fraefel, U. (2014, November). Professionalization of pre-service teachers through university-school partnerships. In 
Conference Proceedings of WERA Focal Meeting, Edinburgh.



Explaining predictions
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RECOMMENDER 

ALGORITHMS

MACHINE 

LEARNING

INTERACTIVE DASHBOARDS

CARE FILE DATA

NURSE CALL DATA

SENSOR DATA

SMART ALERTS

RICH CARE PLANS
OPEN IoT 

ARCHITECTURE

Explaining predictions
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Gutiérrez Hernández, F. S., Htun, N. N., Vanden Abeele, V., De Croon, R., & Verbert, K. (2021). Explaining call 
recommendations in nursing homes: a user-centered design approach for interacting with knowledge-based health 
decision support systems. In Proceedings of the 27th Annual Conference on Intelligent User Interfaces. ACM.

Explaining predictions
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“knowledge graphs”
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Thank you!

robin.decroon@kuleuven.be
https://augment.cs.kuleuven.be/ 
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Thank you
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